In the Proceedings of the 18th International Conference on 1
Computer Communications and Networks (ICCCN 2009)

Reducing Buffer Requirements in Core Routers
using Dynamic Buffering

Girish B.C. and R. Govindarajan
Supercomputer Education and Research Centre,
Indian Institute of Science, Bangalore 560 012, India

girish@hpc.serc.iisc.ernet.in, govind@serc.iisc.eme

Abstract—Earlier studies have exploited statistical multiplexing We observe that due to over-provisioning of links in a core
of flows in the core of the Internet to reduce the buffer require- rguter, their utilization is low during most regimes of netw

ment in routers. Reducing the memory requirement of routers is traffic. The low utilization of the output links can be used
important as it enables an improvement in performance and at

the same time a decrease in the cost. In this paper, we observe tha & an orthogonal source for reducing the buffer requirement
the links in the core of the Internet are typically over-provisioned We propose to use the on-chip receive and transmit buffers

and this can be exploited to reduce the buffering requirement in for storing the network packets whenever there is no buildup
routers. The small on-chip memory of a Network Processor (NP) of packets in the NP. However when there is an increase in

can be effectively used to buffer packets during most regimes of ; -
traffic. We propose a dynamic buffering strategy which buffers the number of outstanding packets due to bursty traffic, our

packets in the Receive and Transmit buffers of a NP when @PProach selectively buffers the packets in off-chip DRAM
the memory requirement is low. When the buffer requirement Mmemory. This avoids the overflow of receive and transmit
increases due to bursts in the traffic, memory is allocated to buffers and hence reduces packet drops. At the same time,
ItOhaCkStRSARAthe Off-Ch[l)P tE)IRAMk This sclheme efft‘Eth'Vte}:y T't'f%ate.s it reduces the DRAM requirement in the router and hence

e access bottleneck, as only a part of the traffic is ; , : :
stored in the DRAM. We build a Petri net model and evaluate It§ .COSt' An added benefit of the proposed' scheme is that it
the proposed scheme with core Internet like traffic. At 77% link Mitigates the DRAM access bottleneck which was shown to
utilization, the dynamic buffering scheme has a drop rate of be one of the bottlenecks in achieving higher throughpwétsrat
just 0.65%, whereas the traditional DRAM buffering has 4.64% in NPs [3], [4].

packet drop rate. Even with a high link utilization of 90%, which . . :
rarely happens in the core, our dynamic buffering results in a For evaluating the proposed dynamic buffering strategyeund

packet drop rate of only 2.17%, while supporting a throughput €@l workloads, we develop a Petri net model that generates
of 7.39Gbps. We study the proposed scheme under different network traffic with similar characteristics as observedhia
conditions to understand the provisioning of processing threads core of the Internet. This traffic is given as input to a Petri
g”# toddgte[trringég?wqﬁue Leor\]/strt]h:tt ;ﬁgiChrop?)‘;gsdmnuaséﬂge net model of IP forwarding application which implements
urterea In e . e s . . . .
buffering strategy drastically reduces the buf?eriﬁg requir):emen dyr!ar_nlc buffering. With a mgan Ilne. rate of 5.41Gbps and
while still maintaining low packet drop rates. variation of 5.52%, the dynamic buffering scheme has a gacke
drop rate of 0.03% whereas the DRAM buffering scheme has
a packet drop rate of 4%. In comparison, even when the
traffic rate is increased to 7.39Gbps, our dynamic buffering
scheme supports the line rate with a link utilization of 90%

I. INTRODUCTION and packet drop rate of only 2.17%. Also, we measure the
Network processors buffer packets to accommodate var{eﬁf[ed of system parameters.such as the number of processing

reads on performance. With 16 or more threads, we show

tions in network traffic and link utilization, and to avoid . '
packet losses in such scenarios. A widely used rule t&at the NP can effectively process traffic rates of 6.21Gbps
\%th a packet drop rate of 0.7%.

the thumb states that the buffer size required is equal
round trip time transmit rate The size of packet buffer has Though we evaluate the proposed buffering mechanism in
a direct impact on cost and performance of a router and hel@g context of IXP 2400 NP, the dynamic buffering scheme is
has been a topic of interest in recent times [1], [2]. Previo@eneric and can be applied to other NPs also. This is because
studies on NPs [3], [4] have shown that buffering packeﬁBe IXP 2400 has a similar architecture as that of a generic
in the DRAM is a performance bottleneck due to the largdP [5] and we do not assume any IXP specific features for
latency of accessing the DRAM banks and limited bandwid{fPlementing dynamic buffering.

of the data bus. Appenzeller et al. [1] have shown that foe coin the next section, we explain the theory from [1] about
routers, the buffer size can be significantly reduced duéedo tbuffer size buffer size requirements in core routers. Skc. |
statistical multiplexing of a large number of flows. They who provides a brief background on NPs and Sec. IV describes
that the buffer requirement for a router with 10,000 flowsgur dynamic packet buffering scheme. The Petri net models
could be as small as 1% of the initial size suggested by tfa traffic generation and the dynamic packet buffering sohe
above mentioned rule of thumb, while still keeping the linlare discussed in Sec. V. Performance evaluation results are
utilization above 98%. presented in Sec. VI. We present the related work in Sec. VII

Index Terms—Buffer management, Network Processors, Internet
core traffic
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and conclude the paper in Sec. VIII. |
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values ofS. When a small number of large flows pass through —
a congested link, it is observed that there is synchromizati ve custer 1 || ME Cluster 2

among them [6], [7], [8]; i.e., they experience congestosskes
at the same instant. In this cas&,ax — Smin) iS €qual to _
the product of the aggregate bandwidth and average roynd frig- - Architecture of IXP 2400 Network Processor

time [9], [1], [2]. This is referred to as the Bandwidth Delayperforming the IP lookup operation and forwarding the packe
product. Previous studies which used simulation [9] hage alon the egress ports. It has a Media Switch Fabric (MSF) which
concluded that the buffer requirement should be equal to tiseused to connect the MEs to the input and output ports. The
bandwidth delay product in order to maintain full utilizzti on-chip MSF has two buffers called receive buffer (RBUF)
of bottleneck network links. and transmit buffer (TBUF), each of size 8KB. An incoming
Next, we explain the reasons delineated by Appenzeller gicket is first stored in the RBUF; a free thread is assigned to
al. [1] for reduced buffer requirement when the output linkgrocess it and it is moved to the DRAM. The thread accesses
are uncongested. In a core router, the start time and tine appropriate part of the packet header, performs a lookup
propagation delay of the individual flows,() are independent to determine the next hop, modifies the header and moves the
of each other. As a result the flows in the Internet cofgacket to the TBUF. The packet is forwarded on the output
have varying RTTs. The senders therefore infer congestionliak from the TBUF. The RBUF is used to store the packet
different points of time, leading to desynchronization ago until a thread is assigned for buffering it in the DRAM. The
flows. The buffer requirement of the individual flows are nowISF handles the packets in fixed sized cells called mpackets.
out-of-sync [1], [10]. When the flows are desynchronized, theurther details of this NP are given in [12].

difference betweerst,, ., and Sy, reduces. The aggregate Although we used a specific NP such as IXP 2400, and the
congestion window at time is the sum of the congestiontraffic rates supported by it, the proposed scheme is afbdica
window sizes of the individual flowsl¥;). It has been shown in general for other NPs and for larger traffic as well.

using central limit theorem, that the aggregate congestion

window size has a Gaussian distribution around the mean con- IV. DYNAMIC PACKET BUFFERING

gestion window size [1]. Assuming that individual flows vary

uniformly between[%Wi, §Wi], whereW; is the congestion I<\aNe ?hb:neg/g(;hi%m tlhe :o;er(;f tk;te tlr?tteer:g?t,o“rrllk u('g(l;zatlgrnca
window size of flows, it has been shown in [1] that a buffer SS 0 [13], [1]. As sut, WOTK process

. . S forward packets as soon as the processing is completed and
f f Beore that t a link utilizat f 98.99% .
i(; ;il\fsnoby core (NAL CAN SUPPOTL & fink Ltllization o 0packet buffers could underflow. We use the fact that buféerin

is required only when there is a backlog of packets to be
(1) forwarded and when the output link is fully utilized. Such a
Vnumber of flows scenario occurs only when a burst of packets is received and
is infrequent in the core of the Internet due to the presefice o

[11. IXP 2400 NETWORK PROCESSOR S .
. . a large number of flows and over-provisioning of the links.
The IXP 2400 (Fig. 1) is a programmable NP that can be

used for a number of network applications such as IPv4

forwarding, network address translation etc. It has 8 sémpl ' T
in-order processing units called microengines(MEs). Bd&h
can support up to 8 threads. IXP 2400 has off-chip SRAM
and DDR SDRAM memories. The dual-ported quad data rate  °¢

(QDR) SRAM [11] is used to store the program data like the 5 o '

lookup trie. The SRAM is connected to two on-chip memory S

controllers. DDR SDRAM with 4 banks is used to buffer ez )

packets during processing. The SDRAM is connected to the e

on-chip memory controller by a 64-bit channel operating at "« s s m o 1k 1o 15 % 1o 2k 2 25K 2 oK oK sa
200MHz. The SRAM size is usually 8MB whereas the DDR BOMKCBKCBCTOK I A1 TBC 20K K 2ak RS 286 soK e
SDRAM size may vary from 64MB to 1GB. There is an on- Buffer Size

chip scratchpad memory of size 16 KB, that may be used
to store temporary variables or setup communication rinE@' 2
between threads.

The NP is used to perform the data plane operations in Rigure 2 shows the buffer requirements with the traditional
router such as receiving the packets from the ingress poifdR AM buffering for IPv4 forwarding application with Inteet

B _ bandwidth delay product

08

DRAM buffer utilization in the core Internet



core like traffic. The x-axis shows the buffer size and the y- V. PETRINET MODEL
axis shows the _fraction of time for which the buffer utiliimt A. Petri Net Model for Dynamic Buffering
is less than a given value. We used a network core like traffic i .
with a mean input rate of 4.76Gbps. The aggregate bandwidti [4] we developed a detailed model of IPv4 forwarding
supported by the output links is 8.1Gbps. This is the typicg_ppllcanon on IXP2400. This model takes_lnto account the
usage scenario in core routers. We see that buffer utbizatiime needed to perform the IP lookup operation, the corgent

does not exceed 36.5KB and is less than 16KB for 77% fr resources and the DRAM packet buffering latency. This
the time duration. model was validated against a cycle accurate simulator of

IXP2400. We extend this Petri net model to mimic the dynamic

buffering scheme, modeling in detail the DRAM access, where
This observation shows that, buffering all packets in th‘équired, the SRAM access, RBUF and TBUF accesses and
DRAM may not be necessary, if the lookup can be performefe queue length in the egress port. In order to evaluate the
when the packet is still stored in the on-chip memory. IXR24Q4ynamic packet buffering scheme, we simulate the procgssin
has 8KB of on chip Receive buffer (RBUF) to store packetgr g representative header processing application sutibvds
before they are buffered in the DRAM. Also, there is 8KByacket forwarding on the IXP 2400 network processor. One
of Transmit buffer (TBUF) which is used to store packet§ueue is maintained for every output port. After the packet
before they are transferred to the egress ports. Based omggkup is performed, the queue length of the corresponding
insight that buffer requirement in core routers can be mugtput port is updated. In case the queue length for thatigort
smaller than the bandwidth delay product, we propose to UgiSove the high watermark, the packet is buffered in the DRAM
the on-chip memory in the NP with a dynamic bufferingyy moving mpackets to the DRAM. Otherwise, the packet is
strategy wherein packets are stored in the DRAM only whefjoved from the RBUF to TBUF. The control words for the
a backlog of packets is developed in the RBUF. When thgcket are suitably updated. The queue length corresppndin
queue length of the output ports is not very high, the packets each port is adjusted whenever a packet enters and leaves
could be moved directly from the RBUF to the TBUF. DRAMthe network processor. All packets belonging to a flow are
buffering is necessary only when a burst of packets is redeiv forwarded to the same output port.
A packet is buffered in the DRAM when the length of theyse of colored Petri nets allows us to compose a complex
queue corresponding to its output port increases beyondigylation setup using different components. Traffic frova t
threshold, which we call théigh watermark Packet build fiow pased model (described in Section V-B) is given as input
up at the output port implies the need for increased bufferify the 1Pv4 forwarding application model. The SRAM and
and this larger buffer space is provided by storing the pack@ash unit that are used for IP lookup are accurately modeled.
in DRAM. A validated DRAM Petri net model described in [4] is used

for modeling the DRAM.

We do not store all packets in the DRAM, but only packetdn the dynamic buffering scheme, RBUF storage is used when
destined to the congested output ports, due to which thiictrafhreads are processing the packet, i.e., when the thread is
to the DRAM reduces substantially. This effectively mitigs determining the output port of the packet. When the procgssin
the DRAM databus bottleneck that was observed in [4]. WhéRreads are unable to keep up with the packet arrival rage, th
the backlog at the output port reduces, i.e when the quegBUF occupancy increases. A packet is dropped when there
length for that output port goes below a threshold called tfi& not enough space in the RBUF to store it.

low watermark our scheme reverts to normal processing for
that port, wherein packets are directly moved from the RBUF
to the TBUF. We refer to the above scheme as dynamic  uueriowmn
buffering scheme, whereas the original approach where all
packets are buffered in the DRAM is referred to as DRAM
buffering scheme.

FlowPort

Moving the mpackets directly from the RBUF to the TBUF

in the dynamic buffering scheme requires a datapath betwddh 3- Petri net model for flow generation

the two buffers. This path does not exist in the IXP 2400

architecture or in the generic NP architecture [5]. All the

mpackets have to be moved explicitly through the micro , ,

engines. We propose the addition of this data path asBit Flow Based Traffic Generation Module

could lead to substantial improvements in the throughput dh real traces, various characteristics of network traftichs
applications and frees up the threads for processing. Tae the packet arrival rate, the packet sizes, the number of
addition of this path does not incur significant cost as boffackets in a flow and the number of active flows vary with
the buffers are on chip. In the remaining part of the study, wigne. Barakat et al. [13] describe an efficient flow based rhode
assume the existence of such a databus with a bandwidthfaf uncongested links in the Internet that can capture the
3.2GB/sec, which is the same as bandwidth of the internal biygnamics of the traffic at short timescales. The flows have
in the IXP 2400. a Poisson arrival rate and the total traffic at any instant of



550 Input DRAM buffering Dynamic buffering

2 50 Traffic || Transmit | Packets|| Transmit | Packets| Buffered
§ 50 (Gbps) rate dropped rate dropped | in DRAM
° 4.90 4.74 1.92% 4.90 0.01% 0.60%
T 5.57 5.10 4.87% 5.57 0.02% 1.14%
o R RN R R AR R RR AR AR RN AR AR AR AR RN AR AR R RAR AR AR RN AR AR RRRRR RN RRRRRARA AR 542 508 366% 542 002% 128%
Time 5.51 5.09 4.56% 5.51 0.03% 2.41%

5.67 5.16 5.08% 5.66 0.04% 1.35%

(a) Real traffic
TABLE |
THROUGHPUT AND PACKET DROP RATES WITH A MEAN OF.41GB8PS AND
5.52%VARIATION
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in network traffic is measured by recording the throughput
350 over 200ms windows. A plot of varying traffic rates observed
T T T T T T T T I T T T T T T T T T I T T T T T T T T T T T T o . . .
Time at 200ms intervals in a real Internet core router (Abileaedr
12C-1091276356-2) and the traffic generated by our model are
(b) Simulated Traffic shown in Figure 4. The real trace has a mean rate of 440 Mbps
Fig. 4. Traces from real traffic and simulation and a variation of 5.40%. The traffic generated by our model
time is the superposition of the active flows. The flow ratd¥s a mean of 411 Mbps and a variation of 6.45%. Since we
are independent of each other. Further, they show that in réged to simulate input traffic at higher rates, we increase th
traces, the flow sizes and duration are independent of tiee sizmber of flows used for simulation.
and duration of other flows. To keep the analysis simple, they
assume each flow as a rectangular Poisson shot-noise process VI. PERFORMANCEEVALUATION

Theshotrefers to the rate function of the flow. The rectangulagn order to evaluate the performance of the dynamic packet

shot-noise implies that the rate of each flow is constant. ) ering scheme, we study the transmit rates and the number
In order to accurately model the variation in charactarssti of dropped packets in the router under identical traffic ¢ond

of the network traffic, we use the above flow based modgh,s The aggregate bandwidth of the output links is 8.1Gbp

described in [13]. To generate traffic using the above l:)Diss‘?he mean rate of the input traffic is varied with traffic rate

shot noise process model, we develop the Petri net mo‘f’&rllging from 5Gbps to 7.2Gbps. The over-provisioning in our

shown in Fig. 3. The rate of packet generation for eacly,eriments is much lower than that in an actual setting in
flow is determined by the color of the token BenPacket | emet core routers where in the link utilization is ugyal

place. The traffic rates of these flows are independent of e % [1], [13]. We note that having lower provisioning for the
other. Based on the color of the token@enPackeplace the output link would require more DRAM buffering and could

mean firing time ofFlowRatetransition varies. Each COIOredpotentialIy lead to more packet drops. The transmit rate and

token corresponds to the generation of a rectangular ROIS30, .yet drop rates are measured over 200ms windows. For this
shot noise process and their differing firing times simslatgy qy we considered Internet core like traffic and denial
different flow rates. The packets are generated with thethengy soice (DOS)ike traffic. We show in [4] that the hash unit
distribution observed in the Internet cor(.::.for Abilene &#2C- is the bottleneck resource while processing DOS attack only
1091276356-2 [14]. Thé&lowRatetransition places a tOkentraffic. As a result, improving the buffering scheme for DOS

signifying the length of the packet in titdowPkisplace. The 450k only traffic does not improve the throughput suppbrte
packets generated by a flow are associated with a single p&;tthe NP.

based on the color of the token in tfdowPort place. The

transition TransfertoNetworlplaces the tokens at the output ] )

place Network A. Impact of Dynamic Buffering

The StopResetFlovand FlowDuration transitions are respon- Table | shows the performance of the two schemes over five
sible for stopping active flows and starting new flows. When200ms intervals at an input rate of 5.29Gbps and variation of
halt token is present in th&ck place, theStopResetFlowran- 5.52%. In this experiment, we used 40 threads for processing
sition removes the packet generating token fr@anPacket We observe that when the network rate is high, the DRAM
place, thus stopping the generation of packets for that flopacket buffering scheme drops more packets. This is because
After the completion of the transition, the token is put batk of the DRAM bottleneck discussed in [4]. As all packets
the GenPackeplace. The flow is again stopped when the halire transferred over the bottleneck data bus, the DRAM does
token is moved fronmGeneratePktplace toAck place by the not have extra bandwidth to absorb bursts of traffic and the
FlowDuration transition. The transition time dflowDuration network processor experiences packet drops. On the other
corresponds to the interval for which the flow is active. Dukand, with dynamic buffering scheme the packet drops are
to the arrival of new flows and completion of active flows, thaegligible and the scheme is able to support higher throuwighp
number of active flows at a given instant of time varies.  Also, the percentage of packet data that is buffered in the
Validation of the Traffic Generation Modul&Ve validate the DRAM, due to bursts in flows, is shown in column 6. This
model by checking that traffic generated has similar vammati percentage is very small as only packets to be output on
in rate as the one observed in real network traffic in the cbre aongested ports are buffered in the DRAM. The processing
the Internet. We adopted the method in [13], where variatidhreads are able to forward the packets at the given inpet rat

Rate (Mbps)
S
S




Input DRAM buffering Dynamic buffering Input rate | Threads| Transmit Buffered | Packets
Traffic || Transmit| Packets || Transmit | Packets| Buffered (Gbps) rate(Gbps)| in DRAM | dropped
(Gbps) rate dropped rate dropped | in DRAM 7.39 8 6.60 5.95% 5.66%
5.80 5.18 6.23% 5.78 0.25% 1.43% 7.39 16 7.09 11.75% 2.25%
5.63 5.10 5.53% 5.61 0.22% 2.88% 7.39 24 7.10 13.10% 2.17%
5.50 5.07 4.43% 5.47 0.24% 3.37% 7.39 32 7.09 16.04% 2.35%
7.50 5.86 9.06% 7.27 1.75% 8.36% 7.39 40 7.06 14.10% 2.58%
0, 0, 0,
6.53 5.78 8.72% 6.44 0.80% 7.05% TABLE IV
TRANSMIT RATES WITH DIFFERENT NUMBER OF THREADS AT HIGHER
TABLE I TRAFFIC RATE

THROUGHPUT AND PACKET DROP RATES WITH A MEAN OF6.19@B8PS AND
13.48%VARIATION

Input rate High Transmit Buffered | Packets

Input rate | Threads| Transmit | Buffered | Packets (Gbps) Watermark(bytes)| rate(Gbps)| in DRAM | dropped
(Gbps) rate in DRAM | dropped 6.33 1600 6.18 27.96% 1.39%
6.22 8 5.89 2.88% 2.94% 6.33 2240 6.22 16.93% 0.97%
6.22 16 6.13 10.69% 0.72% 6.33 2880 6.23 12.94% 0.85%
6.22 24 6.18 2.79% 0.34% 6.33 3520 6.24 8.73% 0.79%
6.22 32 6.18 4.02% 0.34% 6.33 4160 6.25 4.33% 0.73%

0, 0,
6.22 40 6.18 3.18% 0.33% TABLE V
TABLE Il TRANSMIT RATES WITH DIFFERENT THRESHOLD FOR HIGH WATERMARK

TRANSMIT RATES WITH DIFFERENT NUMBER OF THREADS

S _ _ the throughput achieved drops. However, when the number
As expected, with higher traffic rates, the contention f@& thyf processing threads is increased to 16 or more, each of the
output ports increases and therefore the percentage oefsackackets experiences a lower waiting delay in the RBUF. As a
stored in the DRAM increases ;Iightly. Table I shows _thF’esuIt, packet drop rate reduces. Packet bursts lead termgff
performance of the DRAM buffering and dynamic buffering, the DRAM and there is a slight increase in the DRAM traffic
schemes under a mean traffic of 6.19Gbps and higher variatigih 24 and 32 threads. However, when there are 40 threads,
of 13.48%. We see that the dynamic buffering scheme suppagig4 processing is more resilient to packet bursts as packet
higher throughput and lower packet drop rates even with higiop rate is the lowest. Table IV shows the performance of

variation in traffic. dynamic buffering with a higher input traffic rate of 7.39Gbp
We observe that packet drop rates are around 2.5%. This is due
B. Buffer Requirement with Dynamic Buffering to larger packet build up in the RBUF. However, the packet

Wéjrop rate with dynamic buffering is still less than the drop

. . ith DRAM buffering which dropped more than
measured the buffer requirement when a packet arrives’ }e observed wit . .
and departs from the SP. A packet arrivaﬁ) at the NP 0?[%0 of the packets with a traffic rate of 6.19Gbps (refer to

departure from the NP was referred to as an event. With gble Il). Interestingly, the packet drop rate does not ease

mean traffic of 6.19Gbps, the buffer requirement was less th ven with an increase in the number of threads because the
10KB for 94% of the events and with a mean traffic rate igh utilization of the RBUF and TBUFj

5.42Gbps, the buffer requirement was less than 10KB for 999§ext, we assess the effect of the high watermark on the
of the events. The maximum buffer requirement was 36KB agnount of traffic buffered. We simulated the performance of

24KB respectively. We observe that more buffer space than {ine network processor with different values for this thresh

RBUF and TBUF memory is necessary to store packet orfjd- A low threshold could excessively buffer all packets in
during bursts in traffic. With dynamic buffering, this addital {heé DRAM due to which the DRAM bottleneck previously
memory is provided in the DRAM. observed would reappear. Table V shows the throughput and

packet drops with various values of the high watermark. inpu

traffic with a mean of 6.33Gbps and 32 threads (4MEs with 8
C. Effect of System Parameters threads enabled) was used. The high watermark in column 2
The number of threads dedicated for processing and the vaisiehe length of the queue associated with each port, beyond
of the high water mark that is used to determine the need fohich all packets belonging to this queue are buffered in the
DRAM buffering, affect the packet drop rate and the amou@RAM. When the high watermark is set to 1600 bytes, about
of traffic that is buffered in the DRAM. 28% of the traffic is buffered in the DRAM, requiring the
In order to understand the number of threads that must BBUF to DRAM and DRAM to TBUF transfer of packets,
provisioned for network processing, we ran simulations feeducing the bandwidth necessary to absorb traffic bursts.
400ms traffic with different number of threads with a fixed'his, in turn causes more packets (1.39%) to be dropped.
input traffic rate of 6.22Gbps. The throughput and packep drédowever, when the value of the high watermark is increased,
rates achieved with different number of processing threatte amount of traffic through the DRAM decreases. In this case
are shown in Table lll. With only 8 threads, the packehe available DRAM bandwidth is able to absorb the packet
drop rate is about 3%. This is because the small numbairsts, leading to a decrease in the packet drop rate. Ttketpac
of threads are unable to keep up with the rate of packdtop rate and transmit rate do not change substantially when
arrival. Due to overflow in the RBUF, packets are droppeithe value of the high watermark is above 2880 bytes. This
even before they can be buffered or forwarded. Consequenttydue to the small fraction of traffic that is buffered in the

In order to find the buffer utilized during processing,



Resource Thread Configuration (ME X Threads) infer congestion, it can be made to adapt to a small buffer. siz
Utilization 1x8 | 2x8 | 3x8 | 4x8 | 5x8 While this scheme requires changes in TCP implementation,
Hash Unit 14.2% | 15.0% | 15.0% | 15.0% | 15.0% h d f envi h in th der's TCP
Thread 279% | 145% | 91% | 6.8% | 51% our scheme does not envisage any change in the sender’s
ME 54.3% | 28.6% | 19.1% | 14.3% | 11.4% implementation.
Data Bus 3.2% | 6.0% | 4.8% | 5.5% | 3.40%
Avg. RBUF usage| 1444B | 1356B | 1293B | 1284B | 1249B
Avg. TBUF usage| 1432B | 22508 | 2310B | 2327B | 2368B VIIl. CONCLUSIONS
Packet Drop Rate| 2.94% | 0.72% | 0.34% | 0.34% | 0.33% In this paper, the low link utilization in core Internet liskas
TABLE VI been exploited to reduce the buffer requirement. We shotv tha
UTILIZATION OF RESOURCES IN THENP WITH MEAN INPUT TRAFFIC OF : H H H
6.22GEPS different on-chip storage locations present in IXP 2400 can

be used to buffer packets during most regimes of the input
traffic. The proposed dynamic buffering strategy effedyive
utilizes the on-chip memory for buffering and avoids theaslo
DRAM access: a bottleneck in network processing applica-
tions. We use a Petri net model to generate traffic with the
iame characteristics as real traces and evaluate the dynami

DRAM.

D. Resource Utilization with Dynamic Buffering

The Petri net model allows us to analyze the utilization ef r fori trat in detail. With network traffic of 5.41
sources in order to understand the hurdles in achievingehig uffering strategy in detail. With network traffic of 5.41(

throughput rates. Table VI shows the resource usage witt proposed dynamic buffering scheme has a lower packet

mean input traffic of 6.22Gbps and different configuratiohs (Serp rate than the traditional D.RAM buﬁer?ng _scheme. With
"y &ﬁ or more threads for processing, the application can be mor

remains constant around 15%. As expected, the utilizatfon %Ejlient to packet bursts and has low packet drop rates. The
t

threads decreases as their total number increases. Data
utilization is below 6% in all the configurations. The databu
bottleneck that previously manifested when all packetsreh

é'ce of the high water mark determines the amount of traffic

at is buffered in the DRAM. The utilization of the resowsce
under different traffic rates are measured. DRAM buffering
ottleneck that was previously observed has been removed.

buffered in the DRAM [4], has been effectively removed. Th
RBUF and TBUF occupancy has a bearing on the ability of
the NP to absorb sudden increase in traffic. A low utilization
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