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Abstract

The increasing use of General-Purpose computing on Graphics Processing Units (GPGPU) has attracted the attention of researchers to several research issues around current architecture with discrete Graphics Processing Units (GPU). In particular the problem of data transfer overhead and memory consistency between CPU and GPU. Newer Heterogeneous System Architecture (HSA) have been proposed to overcome the issues of the traditional architecture for GPGPU computing. However, the switch to Heterogeneous Systems have elevated challenges on caching mechanism, memory controller design, power management, and memory bandwidth management. While solutions proposed work well for architectures with discrete GPUs, they are still inapt for the challenges of HSA systems.

The goal of this project is to explore HSA memory subsystem components in detail to understand challenges involved, and to come up with mechanisms to overcome them. Critical memory subsystem components like Last Level Cache (LLC), Memory Scheduling, and Dynamic Random-Access Memory (DRAM) controller need critical attention to achieve comparable sustained performance to traditional Chip Level Multiprocessor (CMP) architectures.

In this work, we evaluate the memory subsystem for HSA. We propose constrained shared LLC and evaluate the performance impact in such systems. We finally propose a 2-level memory access scheduling algorithm, which reduces the effective CPU memory access latency by up to 86% in heavily loaded HSA.
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Chapter 1

Introduction

To match up with Moore’s Law, processor technology has evolved in many directions. Increasing core frequency, superscalar processing, and increasing number of cores on a single chip, are some of the very successful attempts. As these methods have already hit their physical boundaries [1][2], the focus has shifted to computation cores, that are heterogeneous in nature. Accelerators like GPUs were originally designed for performing highly concurrent vector calculations to support graphic processing and multimedia application like gaming, scientific applications like Computer Aided Design (CAD). However, massive multithreading capabilities and higher energy efficiency have led the development to the era of GPGPU computing. Programming models like NVIDIA CUDA[3], and OpenCL[4] are widely adopted for offloading such computations to GPUs.

Traditionally, discrete GPU devices are connected through Peripheral Component Interconnect-Express (PCIe) bus (See Figure 1.1). In this setup, both CPU and GPU devices have their private, and disjoint memory hierarchies. Hence, any data required by GPU computation has to be first copied from CPU main memory to GPU memory through PCIe bus before GPU can be invoked to process the data. Similarly, for GPGPU computation, data required by any kernel is copied into GPU memory first, and the kernel is launched. Once the kernel exits, the processed data is copied back to CPU main memory.

There are limitations and overhead involved due to disjoint sets of memory hierarchies in this architecture. Some of the issues include Pointer dereference, Data copy overhead and Memory capacity limitation; which are discussed in more detail in Chapter 2.

In Heterogeneous System Architecture (HSA), heterogeneous computation cores such as CPU, GPU and Digital Signal Processor (DSP) are integrated on same die. HSA system architecture specification[5] provided by HSA Foundation also specifies that all compute cores in HSA must have access to a unified virtual memory address space. The aim of HSA is to
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Figure 1.1: CPU-GPU system with Discrete Devices

Figure 1.2: Heterogeneous System Architecture
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reduce the communication latency between such computation cores, and to relieve programmer from the task of moving data between disjoint memory of such devices.

Most widely adopted HSA designs include CPU cores and GPU SMs on same chip. Intel Sandy Bridge[6], AMD Fusion[7], and nVidia Denver[8] are some examples of such implementation. Figure 1.2 shows an example of one such implementation with shared LLC between CPU cores and GPU SMs. Here, the memory consistency is maintained through on-chip interconnect.

Issues pertaining to HSA memory system are shown in Section 2.2. We then study the implications of constrained sharing of LLC and memory access scheduling. The results of which are explained in Chapter 6.
Chapter 2

Motivation

In this chapter, issues pertaining to traditional GPGPU architectures are discussed in detail, followed by the discussion of how they are addressed by HSA. Moreover, issues relevant to HSA memory hierarchy are discussed in detail, giving motivation of the project to solve some of those issues.

2.1 Traditional GPGPU Architecture

Traditional GPGPU architectures have several issues and overheads, as mentioned in Chapter 1.

2.1.1 Pointer Dereference

When a CPU application uses pointers to access data, dereferencing such pointers is a straightforward task, because the pointers point to the same virtual memory address space. However, when the same computations are performed on GPU, due to the disjoint set of memory, it becomes impossible to directly dereference such memory accesses. One of the ways in which applications handle this issue is by copying all required data structures in an array, and use indexes for referencing memory through the course of execution on GPUs. This quickly becomes infeasible when the data objects are dynamically added and/or removed during execution. Few such data structures are sorted linked list, sparse graph and sparse matrices.

Recent CUDA 6 supports unified memory access using new cudaMemcpyManaged API call[9]. This is handled by copying required data between CPU and GPU memory on pointer dereference by the kernel on GPU. Even though it relieves the programmer from the burden of marshalling and unmarshalling data, overhead of transferring data between disjoint memory sets still persist.
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2.1.2 Data Copy Overhead

For each kernel execution on GPU, data has to be copied between CPU and GPU memory. Hence each GPU computation involves data copy overhead. Even though the time required for copying huge data structures is amortized by the actual compute time, the power consumed by the copy operation stays an issue. For computations like scalar multiplication of large vectors or matrix to vector multiplication, GPU becomes a prime candidate for choice of computation core, due to its enormous parallel processing power. In such computations, the number of accesses to transferred data may not be enough to amortize the latency and power consumption of the copy operation.

2.1.3 Memory Capacity Limitation

Typical GPUs currently being used for GPGPU computations have less than 6GB of on-board memory, while the CPU memory are typically 5x-20x higher in High Performance Computing (HPC) environments. Any application with higher memory footprint than available, has to be treated differently by streaming the data from CPU memory, just before the data is required by the computation. The task becomes more complicated when the data access patterns are irregular in nature, for example, graph traversal algorithms.

2.2 Memory Architecture in HSA

HSA foundation has defined system architecture specification[5], that tries to address the issues discussed in Section 2.1. As a result of the requirement of unified address-space, both CPU and GPU can share pointers without any additional transfer overhead. The data copy overhead between CPU memory and GPU memory is eliminated as the memory is unified into a single virtual address space. This feature, zero-copy[10], is essentially removal of data copy overhead. HSA architecture, as a result of a unified address-space, supports large amount of addressable main memory to both CPU cores and GPU SMs and allows pointer dereferences from all compute cores.

With unified address-space, there are new issues that arise as the memory architecture has to handle data accesses from all heterogeneous computing cores. This results in issues at different components of memory hierarchy, as discussed below.
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2.2.1 Shared vs. Private LLC and Different Cache-Line Size

In traditional architecture, GPU memory accesses and CPU memory accesses go to disjoint sets of memory, resulting in effectively lower bandwidth requirement on both memory hierarchies. In HSA, the main memory bandwidth becomes a shared resource between CPU cores and GPU SMs as all LLC misses map to the same memory bus. Hence, efficient utilization of LLC becomes more critical. If CPU and GPU working sets exceed their LLC capacity, the performance starts degrading drastically.

Another issue at LLC is deciding cache line size. In traditional architecture with discrete GPUs, the cache line size for GPU is conventionally 128 or 256-bytes wide, while for CPU cache, it is conventionally 64-bytes wide. Efficient cache designs have been proposed that can handle different cache line sizes for different regions of a single cache\cite{11} for CMPs. In HSA, both CPU and GPU may share LLC. In such case, LLC has to handle requests of different line-width from different computation cores. Moreover, using a single cache-line size for LLC, may result in poorer performance in different scenario.

Two basic LLC implementations are possible in this scenario.

- Shared LLC across CPU cores and GPU SMs
- Private CPU-LLC, shared across all CPU cores; private GPU-LLC, shared across all GPU SMs

While, all earlier proposed designs have used LLC that are private between CPU cores as well as private between GPU SMs, we proposed shared LLC between all CPU cores and GPU SMs.

When LLC is shared across CPU cores and GPU SMs, and one of the CPU or GPU is mostly idle, the large part of the idle LLC can be utilized by the other device to gain speedup. However, GPUs in general access memory at much higher rate as compared to CPU accesses. Hence, if the LLC is shared, frequent GPU accesses will evict many of the performance-critical cache lines brought in by CPU cores, resulting in poorer performance for CPU cores.

In the case of private CPU-LLC + GPU-LLC situation, there is no interference between cache lines brought by CPU and GPU. Moreover, as explained above, different cache line size can be employed for respective CPU-LLC and GPU-LLC. However, when only one of the CPU or GPU intensive application is being run (typically the use case of low-power mobile devices), one of the LLC stays under occupied. While the idle cache capacity could help in improving the performance of other cores, it is not directly possible to do so in this implementation. This increases the off-chip memory access traffic, which results in higher energy consumption.
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Having a good LLC design and policy that can perform better, as well as perform well in terms of power. We explore the shared LLC design for HSA architecture in this work.

2.2.2 Cache-line Replacement and Partitioning Policy

When a LLC miss occurs, a new cache line has to be brought in by the memory controller. Except for the cold cache misses, this involves invalidating one of the existing cache line, and replacing it by the incoming data. The problem of sharing LLC across competing applications on different CPU cores have been studied extensively in literature. These schemes can be classified in two sub-categories.

- Coarse-grain partitioning
- Fine-grain partitioning

While coarse-grain partitioning methods are easy to implement at hardware level\[12\], they do not scale well with increasing number of cores. This has led to the development of techniques that can perform fine-grain partitioning with minimal hardware changes\[13\].

More relevant work in similar direction include techniques to detect thrashing applications, and prevent them from evicting useful cache lines from LLC\[14\]. Sophisticated Memory Level Parallelism (MLP) aware policies can take into account the bank-level parallelism that can be exploited while replacing cache lines\[15\]. Some more relevant work has been done for improving replacement policies in CMPs\[16\][17].

In HSA architecture with shared LLC between CPU cores, and GPU SMs, the choice of evicting cache line becomes complex, and it becomes essential that the replacement policy can select cache line with minimal overhead, while maintaining desired cache partitioning. The replacement policy should take into account that the GPUs are designed to be latency tolerant as compared to CPUs, which are typically sensitive to memory access latency. Hence a cache miss for CPU access potentially has more negative impact than that of the GPU. In earlier research for HSA\[18\], it is observed that even after bypassing LLC for a part of all GPU accesses, the performance degradation in GPU is not as significant as the savings of LLC footprint. More work has been done in similar direction for Heterogeneous computing units\[19\].

Most of the previous algorithms use different metric, designed for homogeneous cores to decide partition size for each core. Due to the heterogeneous nature of HSA, those techniques can not be directly applied to HSA. Methods to make such metric independent of the dynamic parameters for CPU vs GPU accesses are being explored by the researchers.
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2.2.3 Memory Access Scheduling

All the LLC misses have to be served by bringing the required data from main memory. For each LLC miss, the memory controller gets a request to bring in the cache line. It’s not necessary for the memory controller to address all requests in-order. Hence, in CMPs, memory access scheduling algorithms have been employed\textsuperscript{[20][21][22]} to improve performance by exploiting bank-level parallelism, and increase DRAM buffer hits.

In HSA, treating both CPU and GPU access as equal may lead to poorer performance for CPU, while not yielding significant advantage to GPU performance. GPU SMs are designed to hide memory access latency with their massively parallel thread pool, and their ability to do scheduling and context switches at hardware level. On the other hand, the performance of CPU applications are typically very prone to memory access latency, because of the software mode context switches, which involve higher overhead than the access latency, and suffers memory access stalls. Depending on available Thread Level Parallelism (TLP), GPUs can tolerate limited amount of latency. Hence in HSA, giving CPU access higher priority may not always improve overall performance. While GPU memory access requests can be delayed, there still needs to be a fairness metric to guarantee eventual access.

Recently, research has been done for cooperative heterogeneous computation\textsuperscript{[23]}, where the load on CPU cores and GPU SMs are of same nature. The case of non cooperative load is yet to be explored, thus giving a possible direction to the project.
Chapter 3

Problem Statement

In Section 2.2, we saw the issues currently pertaining to HSA memory subsystems, which are either not explored in HSA context, or have a great scope of improvement. HSA systems are not only designed for High Performance Computing (HPC) applications, but are also being deployed in mobile devices as System on Chip (SoC). Hence it becomes equally important to tune HSA memory architecture for both performance, as well as energy efficiency.

This motivates our work on improving memory subsystem performance of HSA. We explore the following problems.

- Determining the cases, where Shared vs Private LLC improve performance for CPU cores and GPU SMs.
- Coming up with a metric and mechanism to determine and enforce fair partitioning of LLC shares among CPU cores and GPU SMs.
- Improving memory access scheduling issues at memory controller to improve upon latency-caused delays in CPUs, while not affecting the GPU performance significantly.
Chapter 4

Efficient Memory Hierarchy Design for HSA

In this chapter, we explain our contributions in improving the efficiency of memory hierarchy in HSA.

4.1 Shared vs. Split LLC Organization

Shared LLC proposal (Section 2.2.1) is attractive from the perspective of utilizing the entire cache by the only application that is running on one of the CPU or GPU device. However, the effect of unconstrained sharing of LLC is not suited for the performance as most GPGPU applications tend to dominate LLC. This has not been studied in the literature available. In this study we focus on the LLC sharing and determine whether there is a need to perform any logical partitioning to ensure certain occupancy for the CPU applications over the GPGPU application.

4.2 Constrained Partitioning in Shared Cache

Our results demonstrate that in unconstrained sharing of LLC, the magnitude of LLC interference from GPGPU application results in significant performance degradation for the CPU applications. This in turn requires a logical partitioning scheme for shared LLC across CPU and GPU applications. We propose and evaluate different LLC occupancy for CPU applications and show that even a small, but non-zero, occupancy for CPU applications is essential to sustain the performance of CPU applications when running with GPGPU applications. Our results
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show that the shared memory channel between CPU and GPU becomes a bigger constraint for the performance of CPU application than the LLC occupancy; as the sharing of memory channel bandwidth tends to increase the latency of requests.

4.3 Effective Memory Access Scheduling for HSA

From our results, we find that the number of memory accesses performed by the GPGPU application is at least an order of magnitude higher than the collective CPU accesses. Due to the high number of memory access requests, the GPGPU application tends to hog the memory, which results in poorer effective bandwidth and access latency for the CPU applications.

Memory access scheduling algorithms like First Ready - First Come First Serve (FR-FCFS) tries to schedule the requests with Row Buffer hit before the request with Row Buffer miss. Due to the large number of GPGPU memory access requests and a very small visibility window, the algorithm seldom gives priority to the CPU requests, resulting in very high access latency for the latency sensitive CPU applications.

This motivated the need to design a HSA aware memory access scheduling algorithm. Some research has been done to address the issues. A specific example of a HSA aware scheme is Staged Memory Scheduling (SMS)[24]. However, the SMS scheme is costly in terms of hardware implementation due to it’s complex 3-level scheduling algorithm.

Since the access pattern and requirements are very different between GPU, CPU and other HSA devices, we classify all the requests to be either latency sensitive or latency insensitive. The capabilities and priorities of all devices are easy to establish, hence all the devices can be classified in these two categories during designing stage.

Based on our binary classification of latency sensitivity, We propose a 2-level algorithm, Orchestrated Clustered Dispatching - then - FR-FCFS (OCD-FRFCFS). The first step of the algorithm is to cluster the requests based on their latency sensitivity, which is explained in Algorithm 1. These clusters are then dispatched to FR-FCFS scheduler, which reorders the requests within each cluster to improve the overall Row Buffer Hitrate (RBH). This allows faster dispatch of latency sensitive requests, as well as preserves the Row Buffer Hitrate by performing FR-FCFS scheduling on each cluster.
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Data: A request $R$ to be scheduled; Memory controller queue $Q$; An adaptable parameter $N$, where $0 < N \leq Q.capacity$; Aging timeout tolerance for latency-insensitive requests $T$

Result: Memory controller queue $Q$, containing request $R$

if $R$ is a latency sensitive request $\land$ $Q.Ttop()$ is not older than $T$ then
  if $\exists$ a latency sensitive request $R'$ in memory controller queue $Q$ then
    $pos = Q.LastIndexOf(R')$;
    $Q.InsertAt(pos + 1, R)$;
  else
    $Q.InsertAt(N, R)$;
  end
else
  $Q.InsertAtEnd(R)$;
end

Algorithm 1: OCD-FRFCFS algorithm
Chapter 5

Experimental setup

This chapter explains the simulation framework and the benchmarks used in our experiments.

5.1 Simulator Framework

There are two simulation methodologies commonly employed while analyzing memory subsystems.

- Trace based simulation
- Cycle accurate simulation

In trace based simulations, first the memory access traces are generated using instrumentation tools like Pinatrace[25] for PinTool, or Lackey[26] for Valgrind. Once the traces are generated, a cache hierarchy simulator, like Dinero IV[27], can be employed to generate statistics on different points in memory hierarchy. The disadvantage with trace based simulation is that it often fails to capture the dimension of time. Memory accesses performed at two different frequencies can have significant difference in performance, power, latency. However they are seen by trace simulator as the same.

In cycle accurate simulation, the programs are run on an architectural simulator like gem5[28], or GPGPUsim[29]. The simulators simulate entire architectural state of processor including registers, pipeline stages, cache hierarchy, memory controller, etc on each clock cycle. The results of such simulation gives more accurate statistical data to analyze the behaviour of programs, and simulated architecture. However these simulations have huge slowdown as compared to trace based simulations.
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In our earlier study, we used cycle accurate simulator Multi2sim\[30\] version 4.2. Multi2sim has the ability to simulate both CPU and GPU architectures, while allowing user configurable split memory hierarchy. While gem5, and GPGPUsim are more mature simulators, their support is limited to CPU only, and GPU only simulations respectively. However, the Multi2sim has many shortcomings in terms of portability and configurability. In favor of time, and flexibility, we dropped the Multi2sim.

We finally evaluate our results on gem5-gpu\[31\], which is a fusion of gem5 and GPGPUsim simulators. Being highly unstable and under heavy development, gem5-gpu was not chosen in the beginning. Since the implementation of GPU atomic memory accesses in December-2014\[32\], the gem5-gpu has become practical for the project.

Full system simulation, being too time consuming, forced us to use trace based simulation as a supplement. To make the trace based simulation meaningful, we generate the traces with physical address, timestamps and source application ID. This allowed us to capture enough information about each memory access. For the trace based simulations, the memory sub-system components were simulated using a combination of modified Dinero IV and modified DRAMSim2\[33\]. Brief introduction, and the changes made to all simulators are shortly explained in the following chapters.

5.1.1 gem5-gpu

In gem5-gpu, the CPU cores are simulated using gem5 simulator code, while the GPU SMs are simulated using GPGPUsim code. Both of these work in lockstep synchronization at a very fine granularity of 1 pico second. The cache side interface from the GPGPUsim SMs are exposed to gem5 as processing cores. This allows simulation of GPU’s global memory hierarchy by Ruby\[34\] component of gem5.

The original source code of gem5-gpu doesn’t support 3-level cache hierarchy or configurable split/shared caches. We modified the simulator to allow split/shared 3-level cache configuration. Moreover, the original code generates statistics at the end of simulation. We modified the code to generate statistics after every 1\textit{ms} of simulated time. The timeline based statistics enables us to explore and track the details throughout the lifecycle of CPU workloads and GPU kernel launches.

Since our interest is in studying shared/split LLC and memory controller, beyond the private L2, we use the memory accesses experienced at private L2 cache. This drastically reduces the size of traces, while allowing rapid simulation of remaining cache hierarchy and memory components. Moreover we used a flat memory model with fixed main memory access latency
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to generate the traces. This eliminates the effects of memory access latency onto the execution of the workloads.

5.1.2 Dinero IV

Dinero IV is a time-independent trace simulator for uniprocessor cache hierarchy.

For simulating multi-source cache hierarchy, we used a multi-core version of Dinero IV, called DineroIVmc[35] which is created by CSRL lab at University of North Texas. We modified the DineroIVmc to allow tracking of the timing and access source information for all accesses. The original software only generates statistics for entire trace simulation. We also added the code to log the LLC misses, along with the timing and source information to be able to use DRAMSim2 in conjunction with DineroIVmc.

5.1.3 DRAMSim2

DRAMSim2 is a cycle accurate model of DRAM memory controller, the DRAM modules which comprise system storage, and the buses by which they communicate[36].

Instead of using the DRAMSim2 front-end, we only use the shared library for our simulation. This allows us to keep track of each individual requests, source and latency. We also modified the internal code of the shared library, to facilitate the information storage and retrieval. The proposed algorithm was implemented in DRAMSim2, along with the existing FRFCFS algorithm. Finally, to be able to simulate different version of DRAM models, newer high frequency DDR3 and DDR4 configurations were implemented.

5.2 Benchmarks

For our evaluation, we use the CPU benchmark suite PARSEC[37] version 3.0, which is designed to represent emerging workload, and represents a wide range of shared-memory programs for chip multi processing workloads. For the GPU workloads, we use benchmark suite RODINIA[38] no-copy, which is designed for heterogeneous computing infrastructure using CUDA. In contrast to the unmodified RODINIA benchmark suite, the no-copy version doesn’t perform any host-to-device and device-to-host data transfers. It uses unified virtual addresses to access the data across CPU and GPU.

Reference paper[18] uses SPEC2006 benchmarks[39]. The reason for using PARSEC benchmark suite over SPEC2006 benchmark suite is that the PARSEC benchmarks are designed to
5. EXPERIMENTAL SETUP

stress on chip multiprocessor architecture, resulting in better testing of on-chip interconnects, and memory hierarchy. Many SPEC2006 benchmarks are compute intensive, and stresses on efficiency of compute units in a processor, which is not the goal of our study.

Reference paper[18] uses AMD APP SDK[40] sample applications as GPU benchmarks. However, the sample applications are included for illustration purposes, and may not reflect majority of real workloads. Moreover, the AMD APP SDK sample applications performs device-to-host and host-to-device data copies, which affects the simulation statistics. We use thee RODINIA no-copy benchmarks to investigate real workload condition in HSA.

Each workload in all the simulations consists of 4 PARSEC benchmarks running on 1 CPU core each, and one RODINIA no-copy benchmark running on the GPU. We use single thread version of each PARSEC benchmarks and bind it to a CPU core at the beginning of simulation. The workload used in this report are enlisted in Table 5.1.

5.2.1 Issues

Due to somewhat unstable nature of gem5-gpu simulator, very few benchmarks were able to run to completion. Although the website[41] shows that 14 of the RODINIA no-copy benchmarks should work, only 8 of the PARSEC benchmarks, and 9 of the RODINIA no-copy benchmarks were able to run to completion. The working benchmarks are listed in Table 5.2.

During the simulation, only 9 workloads, consisting of 6 PARSEC benchmarks and 3 RODINIA benchmarks, simulated to completion with least crashes. All other workload configurations didn’t yield enough data to produce any meaningful results. Part of the increased instability of gem5-gpu can be attributed to the modification done to allow 3-level cache hierarchy and split/shared configuration options.

<table>
<thead>
<tr>
<th>Name</th>
<th>PARSEC</th>
<th>RODINIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>bp1</td>
<td>Blackscholes, Canneal, Dedup, Fluidanimate</td>
<td>Backprop</td>
</tr>
<tr>
<td>bp2</td>
<td>Blackscholes, Dedup, Fluidanimate, Streamcluster</td>
<td>Backprop</td>
</tr>
<tr>
<td>bp3</td>
<td>Blackscholes, Canneal, Dedup, StreamCluster</td>
<td>Backprop</td>
</tr>
<tr>
<td>ga1</td>
<td>Blackscholes, Canneal, Dedup, Fluidanimate</td>
<td>Gaussian</td>
</tr>
<tr>
<td>ga2</td>
<td>Blackscholes, Dedup, Fluidanimate, Streamcluster</td>
<td>Gaussian</td>
</tr>
<tr>
<td>ga3</td>
<td>Blackscholes, Canneal, Dedup, StreamCluster</td>
<td>Gaussian</td>
</tr>
<tr>
<td>km1</td>
<td>Blackscholes, Canneal, Dedup, Fluidanimate</td>
<td>(k)-means</td>
</tr>
<tr>
<td>km2</td>
<td>Blackscholes, Dedup, Fluidanimate, Streamcluster</td>
<td>(k)-means</td>
</tr>
<tr>
<td>km3</td>
<td>Blackscholes, Canneal, Dedup, StreamCluster</td>
<td>(k)-means</td>
</tr>
</tbody>
</table>

Table 5.1: Workload configurations
5. EXPERIMENTAL SETUP

<table>
<thead>
<tr>
<th>Benchmark Suite</th>
<th>Benchmarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARSEC 3.0</td>
<td>Blackscholes, Canneal, Dedup, StreamCluster, FluidAnimate, FreqMine, Swaptions, BodyTrack</td>
</tr>
<tr>
<td>RODINIA no-copy</td>
<td>Backprop, BFS, Cell, Gaussian, k-means, LUD, MummerGPU, ParticleFilter, StreamCluster</td>
</tr>
</tbody>
</table>

Table 5.2: Working benchmarks with gem5-gpu
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Results

Our simulations model CPUs after x86 architecture, and the GPU SMs after NVIDIA Fermi[42] architecture. The architecture configuration used for simulations is shown in Table 6.1. The simulation took average of 12 days to complete.

<table>
<thead>
<tr>
<th></th>
<th>CPU</th>
<th>GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
<td>4 cores, 2.5 GHz, Out of Order, 192-entry Reorder buffer</td>
<td>4 SMs, 700 MHz, 32 warp size, 32K shader registers/warp, 48 warps/SM, 2 scheduler/SM, Greedy then oldest (GTO) scheduling</td>
</tr>
<tr>
<td>L1 Cache</td>
<td>4-way 32KB private D-cache, 2-way 16KB private I-cache, 128 byte line width, LRU replacement</td>
<td>4-way 32KB private unified, 128 byte line width, LRU replacement</td>
</tr>
<tr>
<td>L2 Cache</td>
<td>8-way 128KB private unified, 128 byte line width, LRU replacement</td>
<td>8-way 256KB private unified, 128 byte line width, LRU replacement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Memory</td>
</tr>
<tr>
<td>LLC (Shared)</td>
<td>16-way 6MB unified, 128 byte line width, LRU replacement</td>
<td>Memory</td>
</tr>
<tr>
<td>LLC (Split)</td>
<td>16-way 4MB unified for CPU, 16-way 2 MB unified for GPU, 128 byte line width, LRU</td>
<td>Memory</td>
</tr>
<tr>
<td>Memory Controllers</td>
<td>1 controller, 64-bit interface, Open Page policy, FR-FCFS scheduling</td>
<td>Memory</td>
</tr>
<tr>
<td>DRAM</td>
<td>DDR3-1600, 2 Ranks, 8 Banks/Rank, 8 Devices/Rank, 2Kb row-buffer</td>
<td>DRAM</td>
</tr>
</tbody>
</table>

Table 6.1: Common configuration

In this chapter, we will briefly see rationale behind the simulated architecture configurations.
6. RESULTS

Then the simulation results, and conclusions drawn from them are explained in detail.

6.1 Simulation configuration rationale

The architecture we simulate is roughly modeled after AMD’s A8 series of mobile Accelerated Processing Unit (APU). The A8-4500M processor\(^\text{[43]}\) contains 4 CPUs operating at 1.9-2.8 GHz frequency, and 256 shader cores operating at 496-685 MHz. In high end A8\(^\text{[44]}\) and A10\(^\text{[45]}\) series devices, there are up to 512 shader cores operating at 720 MHz frequency.

The configuration rationale is also in line with low power mobile devices. Nvidia Tegra series of mobile processors, namely Tegra K1 and Tegra X1 includes GPU cores based on Kepler and Maxwell architecture. The Tegra K1\(^\text{[46]}\) has 4 ARM cores operating at 2.3 GHz, and 192 shader cores operating at 852 MHz, with total 5 Watts of power consumption. The newer Tegra X1\(^\text{[47]}\) has 4 ARM A57 and 4 low power ARM A53 cores (frequencies undisclosed), and 256 shader cores operating at 1 GHz, with total 10 Watts of power consumption.

Initial simulations were run with 16 SMs, which corresponds to 512 shader cores. Due to the suspicion that higher number of GPU SMs would magnify the impact of GPU SMs on CPU cores, we simulated the architectures with 4 SMs and 8 SMs.

We finally use the configuration with 4 SMs for the rest of simulations, which corresponds to 128 shader cores, as our baseline architecture. While most HSA implementation have much powerful GPU components, we use less powerful devices and still show that the performance implications are significant.

6.2 Simulation results

In this section we show our result in coherence with the discussion in Chapter 4. We identify performance bottlenecks, rationalize the claims made about the proposed solution to subvert the performance implications in HSA.

6.2.1 Shared vs. Split LLC Organization

In this configuration, we simulate the unconstrained shared LLC vs the split LLC configurations as shown in Table 6.1. We analyze the cache hierarchies for 3 different GPU configurations. We classify them as moderate, mildly aggressive, highly aggressive configurations corresponding to 4 SMs, 8 SMs and 16 SMs.
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We show the average Instructions Per Cycle (IPC) curves of the CPU benchmarks for bp3 workloads in Figure 6.1 for moderate and highly aggressive configurations. The kernel entry points are marked with vertical lines wherever required.

Since Backprop consists of 2 GPU kernels, the first kernel launch line indicates launch of kernel-1. The second line indicates the launch of kernel-2 in unconstrained LLC configuration. The third line indicates the launch of kernel-2 in split LLC configuration.

For unconstrained sharing with 4 SM configuration, the IPC of CPU application StreamCluster is reduced by 25%, from 0.84 to 0.63 during kernel-1 execution. For most other CPU benchmarks, difference is less than 7%. However, with memory aggressive kernel-2, the IPC for CPU application Canneal is reduced by 83%, from 0.47 to 0.08. For all other CPU benchmarks the difference is between 75% and 40%. For split configuration with moderate configuration, the IPC of CPU applications are mostly sustained during kernel-1. With memory aggressive kernel-2, however, we still see 55% IPC degradation for CPU application Canneal.

For highly aggressive GPU configuration with unconstrained shared LLC, the IPC degradation is between 84% and 73% for kernel-1 and between 98% and 80% for kernel-2. For highly aggressive GPU configuration with split LLC, the IPC degradation of all CPU applications is below 7% for kernel-1. However, the difference is 68% for Canneal and 17% for Blackscholes for kernel-2.

Similar results were observed for all other workload. Due to space constraint, we have not shown the graphs for the remaining workloads.

From the results, it’s clear that even with moderate GPU configuration, all the CPU programs have huge performance degradation in unconstrained shared LLC environment. Even with split LLC configuration, it is evident that some of the CPU applications see performance degradation. Especially the streaming application like Canneal, which has larger working set with streaming memory access pattern, has a significant performance degradation with highly aggressive GPU configuration.

The ratio of LLC accesses for CPU and GPU is roughly 1:20, 1:55, 1:25 for Backprop, Gaussian and \textit{k}-means respectively in moderate configuration. This in turn implies that unconstrained shared LLC is mostly occupied by GPGPU application. From this, we conclude that a logical partitioning scheme has to be employed to sustain the performance of CPU applications running along with GPGPU application in HSA.

Very high difference in LLC access count results in equivalently high difference in main memory accesses. In split LLC configuration, the performance degradation can be attributed to the reduced effective bandwidth due to high number GPU memory requests.
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6.2.2 Sensitivity of LLC Occupancy

As seen in Section 6.2.1, unless a smart LLC partitioning algorithm is employed for shared LLC, the CPU applications experience significant performance degradation. This amplifies the necessity of HSA aware cache partitioning algorithm. Therefore we further explored the LLC occupancy sensitivity of such applications.

In practice, a logical cache partitioning algorithm has to be employed, along with coarse/fine grained partitioning implementation. However, due to the unstable simulation framework, and time constraint, we could not implement the partitioning algorithm. To be able to speculate the performance implications of different cache occupancy impact on performance, we analysed the sensitivity of LLC cache occupancy for CPU cores and GPU SMs by assigning them fixed portion of LLC. We simulated 6 MB total LLC, split in 20%-80%, 40%-60%, 60%-40%, 80%-20%, 100%-0% ratios for CPU cores and GPU cores respectively. Since bypassing cache in 3-level hierarchy was not possible with the simulation environment, we assign 6 MB LLC to the CPU cores and 1 MB LLC to the GPU SMs, to emulate 100%-0% configuration.

The IPC for CPU applications throughout the simulations are shown in Figure 6.3. We also show the average LLC hit rate curves for Backprop and Gaussian in Figures 6.5, 6.6 due to their very different nature of hit rate during kernel execution.

In Figure 6.3, we show the variation in IPC of CPU benchmarks in bp3 with different LLC partition allocated to the CPU cores. Due to the space constraint, we just plot the 100%-0%, 60%-40% and 20%-80% ratios in graph. The important thing to notice here is that only for StreamCluster there is a significant difference of 24% in IPC. Since 20% CPU LLC is not enough to hold the working set for StreamCluster, we see significant performance degradation when kernel-2 is executed. Canneal sees similar performance degradation during kernel-2 execution. Blackscholes experience 12% of IPC degradation during kernel-2 execution. We do not show Dedup in graph, since the performance degradation is 1%. The lower IPC before kernel-1 launch can be attributed to the additional CPU LLC occupied by the CPU core that launches GPGPU program.

Although the CPU LLC share increases from 20% to 100%, there is a insignificant performance improvement, unless the LLC share is unable to hold the working set. The conclusion we derive from this result is that, as long as there is enough LLC to hold the working set of the CPU application, the gain from additional LLC share allocation is very small.

In Figure 6.5, we see that the with increase of GPU LLC occupancy from 40% to 80%, the hit rate for Backprop kernel-1 increases from 2.3% to 3.4%. For Backprop kernel-2, the increases from 6% to 9%.
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From Figure 6.6, we see that the Gaussian kernel has a very high hit rate, of 71% and 75%, for 40% and 80% LLC occupancy respectively. However, the increase of LLC occupancy, only achieves 6% increase in LLC hit rate.

A noteworthy point is that the LLC hit rate drastically changes the ratio of memory accesses performed by the CPU and GPU cores at LLC and main memory. Due to the LLC filtering, the ratio of memory accesses performed by CPU cores and GPU SMs are 1:70, 1:60, 1:40 for Backprop, Gaussian and $k$-means respectively with 60%-40% ratio.

We conclude that although there is a need for a smart and HSA aware LLC partitioning algorithm, it is not the root cause of the performance degradation for many of the CPU workloads. Performance of CPU workloads with larger working set is mainly constrained by the available bandwidth and average memory access latency. Hence, we propose a new memory access scheduling algorithm, OCD-FRFCFS in Section 4.3 to sustain the performance of CPU application in HSA.

6.2.3 Memory access scheduling for HSA

The memory controllers typically follow open-page or close-page policy with FR-FCFS memory access scheduling. In open page policy, the row buffer is kept open till the new request refers to a different row. In close-page policy, the row buffer is closed as soon as all the pending requests are serviced. Some of the device manufacturers use proprietary methods, e.g. Intel’s Adaptive Open-Page[48] is a combination of both the policies.

To evaluate the effect of open and close policies, we performed trace based simulation for all workloads. The latency curves for both policies are shown in Figure 6.7, 6.8. Since $k$-means kernel executes hundreds of times, the duration of each execution is very small. From the results, the average latency for CPU and GPU programs increase to 1.17x, 2.5x, 2x for Backprop, Gaussian and $k$-means for close-page policy with respect to open-page policy. This shows that Gaussian and $k$-means have fairly regular memory access patterns.

From simulations with FR-FCFS scheduling algorithm, we found the latency for the CPU requests becomes high when the concurrent GPU workload has very regular memory access pattern. For Gaussian, it is approximately 32 times, from 110 CPU cycles to 3500 CPU cycles. For $k$-means, the difference is approximately 7 ties, from 100 CPU cycles to 691 CPU cycles. This is because the FR-FCFS scheduler continuously tries to schedule the requests from GPU with high RBH, effectively starving the accesses with row buffer miss.

We show the latency curve of our proposed OCD-FRFCFS algorithm with FR-FCFS scheme for Gaussian workload in Figure 6.9. Here it is observed that the latency for CPU applications is
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always constrained below 700 CPU cycles, which is 5x smaller than 3500 observed in open-page FR-FCFS. This shows that the OCD-FRFCFS algorithm performs at least 80% better than FR-FCFS algorithm. For peak latency, however, it performs 86% better, as latency reduces from 5000 CPU cycles to 700 CPU cycles. We also see that the average memory access latencies for GPU is comparable with FR-FCFS.

To be able to compare OCD-FRFCFS with FR-FCFS when GPU workload has irregular memory access patterns, we also show the latency histograms for both algorithms in Figures 6.10, 6.11. From the latency trend, it can be noticed that the OCD-FRFCFS not only outperforms the FR-FCFS with regular GPU workload, but also matches it when the GPU workload is irregular.
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Figure 6.1: Average CPU IPC for bp3 with 4 SMs and 16 SMs for unconstrained shared vs split LLC
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Figure 6.2: Legends for Figure 6.1

Figure 6.3: LLC occupancy sensitivity of CPU programs in bp3

Figure 6.4: Legends for Figure 6.3
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Figure 6.5: LLC Hitrate for Backprop for CPU and GPU for different LLC occupancy

Figure 6.6: LLC Hitrate for Gaussian for CPU and GPU for different LLC occupancy
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Figure 6.7: Memory access latency for Backprop with Open and Close policies

Figure 6.8: Memory access latency for Gaussian with Open and Close policies
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Figure 6.9: Main memory access latency curve of Gaussian for OCD-FRFCFS vs FR-FCFS

Figure 6.10: Main memory access latency histogram of CPU programs with Backprop for OCD-FRFCFS vs FR-FCFS
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Figure 6.11: Main memory access latency histogram of CPU programs with $k$-means for OCD-FRFCFS vs FR-FCFS
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Conclusion

While much research efforts have been put in the discrete devices, the integration of processing cores such as CPUs and GPUs have created new system design challenges. Most of the recent research on HSA, has been done to improve the performance and efficiency of GPU components. The CPU components of HSA requires critical attention to prevent severe performance degradation. In this work we discover how increased LLC pressure and off-chip memory access elevates the penalties.

We identify the problems pertaining to shared cache, and conclude that the unconstrained sharing of LLC is futile. Any HSA aware LLC partitioning algorithm would significantly improve the performance for CPU, while imposing minimal effect on GPU performance.

The traditional memory controller design and scheduling algorithms perform poorly due to the different requirements and nature of computation cores in HSA. This influences the memory access latency and effective bandwidth for different devices.

The binary classification of memory requests based on latency sensitivity of the sources is a novel approach which allows smarter memory access scheduling with lower hardware costs. Our memory access scheduling algorithm OCD-FRFCFS outperforms FR-FCFS in HSA, and has lesser hardware complexity than similar approach like SMS. OCD reduces the average memory access latency by up to 86% for CPU programs running concurrently with regular GPU kernels. We also show that when running with irregular GPU kernels, OCD does not have any negative effects on average latency.

Our evaluations both support our claims and show the positive impact of our algorithm in HSA at nominal hardware cost.
Chapter 8

Future work

The future steps for the project includes the following:

- With future releases of gem5-gpu, simulate more workloads to verify our claims and support our algorithm OCD-FRFCFS.

- Evaluate the current LLC partitioning algorithm for their effectiveness in performing LLC partitioning in HSA.

- Compare OCD-FRFCFS with SMS.

- Instead of trace based simulation, perform detailed simulation of OCD-FRFCFS.

- Simulate heterogeneous multi-channel memory with different properties like bandwidth, latency, operating frequencies per channel.
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